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We report on preliminary measurements of inclusive Z(— ee)+jets production cross sections as
a function of the jet transverse momentum and jet multiplicity in pp collisions at /s = 1.96 TeV
using data collected with the upgraded Collider Detector at Fermilab in Run II, corresponding to an
integrated luminosity of 1.7 fb~'. The measurement is carried out for jets with rapidity |yi®| < 2.1
and transverse momentum in the range pj;t > 30 GeV/c. Next-to-leading order perturbative QCD
predictions are in good agreement with the measured cross sections.
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FIG. 1: (left) Measured integrated jet shape compared to different Monte Carlo predictions with different underlying event
settings. The measurement only includes statistical uncertainties. (right) Measured energy flow in the transverse plane for
Z+jets events. Event-by-event, ¢ = 0 is defined along the direction of the Z boson. The measurement is performed considering
calorimeter towers with |y| < 0.7 and compared to PYTHIA TUNE A and PYTHIA TUNE DW Monte Carlo prediction. The
measurements only include statistical uncertainties.

I. INTRODUCTION

The measurement of inclusive Z+jets production cross sections in pp collisions at /s = 1.96 TeV provides a
stringent test of perturbative Quantum Chromodynamics (pQCD) [1] and is a crucial part of the physics program at
the Tevatron since Z+jets processes constitute important backgrounds in searches for new physics like, for example,
supersymmetry. Previous results [2] at the Tevatron indicate that the data can be described by leading-order (LO)
plus parton shower Monte Carlo predictions. This letter reports on new preliminary measurements on Z(— ee)+jets
production using 1.7 fb~! of data collected by the CDF experiment in Run II. The measured cross sections are
corrected back to the hadron level [3] and compared to next-to-leading order (NLO) pQCD predictions including
non-perturbative contributions.

II. MONTE CARLO SIMULATION

Monte Carlo event samples are used to determine the response of the detector and the correction factors to the
hadron level. The generated samples are passed through a full CDF detector simulation (based on GEANT3 [4]
where the GFLASH [5] package is used to simulate the energy deposition in the calorimeters) and then reconstructed
and analyzed using the same analysis chain as for the data. Samples of simulated inclusive Z(— ee)+jets events
have been generated using the PYTHIA 6.203 [6] Monte Carlo generator. CTEQS5L [7] parton distribution functions
(PDFs) are used for the proton and antiproton. The PYTHIA samples have been created using two special tuned
sets of parameters, denoted as PYTHIA-TUNE A [8] and PYTHIA-TUNE DW [9], that include enhanced contributions
from initial-state gluon radiation and secondary parton interactions between proton/antiproton beam remnants and
provide a proper description of the measured jet shapes and energy flows in Z(— ee)+jets final states (see Fig. 1).
Monte Carlo samples for tt, Z(— ee) + v, dibosons and Z(— 77)+jets background processes are generated using
PYTHIA-TUNE A.



III. JET RECONSTRUCTION

Jets are reconstructed in data and Monte Carlo simulated events from the energy deposits in the calorimeter
towers with transverse momentum above 0.1 GeV/¢, using the Midpoint algorithm [10] with cone radius R=0.7 and
starting from seed towers with transverse momentum above 1 GeV/c. All the towers associated with the reconstructed
electrons [11] in the final state are excluded. The jet transverse momentum, rapidity and azimuthal angle are denoted

as pjTe,tcal, C:fl, and qbﬂ;tl, respectively. The same algorithm is applied to the final state particles [3] in the Monte Carlo
jet

cal

q}gtl, are well reconstructed in the calorimeter with a resolution better than 0.05 units in y and ¢. The measured
qug’tcal systematically underestimates that of the hadron-level jet mainly due to the non-compensating nature of the
calorimeter [12], and includes contributions from multiple pp interactions per crossing at high instantaneous luminosity.

An average correction is applied to the measured pifffcal to account for those effects [13].

generated events, excluding Z decay products, to define jets at the hadron level. The direction of the jets, and

IV. EVENT SELECTION

The measurements presented in this letter correspond to a total integrated luminosity of 1.7 fb~!. Events are
collected online using a three-level trigger system. At the first-level trigger, events are required to have a central
electromagnetic calorimeter cluster (|n| < 1) with transverse energy, Er, above 8 GeV and a track pointing to
it with transverse momentum, p%ak above 8 GeV/c. Similarly, at the second-level (third-level) trigger a central
electromagnetic cluter with Er > 16 GeV (Er > 18 GeV) and an associated track with pifak > 8 GeV/c (pirack >
9 GeV/c) is required. The events are then required to have two electrons with ES. > 25 GeV and a reconstructed
invariant mass in the range 66 < M., < 116 GeV/c?, where the electron candidates are reconstructed using the
stardard CDF criteria [14] with no isolation requirement applied. In this study, one electron is required to be central
(Im¢] < 1) and fulfill tight selection cuts, while the second electron is required to pass a looser selection and to be
either central or forward with 1.2 < |n°| < 2.8. Finally, the events are selected to have a reconstructed primary vertex

with z-position within 60 cm around the nominal interaction point, and at least one jet with pjTe’tca1 > 30 GeV/c,

rapidity in the range | c:t1| < 2.1, and AR¢_jet > 0.7, where ARe_jer denotes the distance (7 — ¢ space) between the

jet and each of the two electrons in the final state.

V. BACKGROUND ESTIMATION

The Z(— ee)+jets data sample contains background mainly from QCD-jets and W +jets processes that is extracted
from data. First, an inclusive jet data sample, with a negligible content on prompt electrons, is employed to estimate
the probability, f3¢* for a jet to pass a given electron selection. Second, a sample of events in data with exactly one
reconstructed central-tight electron is selected. For each jet in the event, the electron-jet invariant mass is computed,

where the difference between piﬁfcal and E¥ of the corresponding misidentified electron is properly taken into account.

Event-by-event, all electron-jet combinations with an invariant mass within 66 < M._je; < 116 GeV/c? are considered
in the background calculation, where each combination is weighted by the corresponding fi¢* value, divided by the
number of accepted e-jet combinations in the event. The total QCD-jets and W +jets background is then computed in
each measured distribution. Other background contributions from ¢, Z(— ee) + v, dibosons and Z(— 77)+jets final
states are estimated using Monte Carlo samples. The total background in inclusive Z(— ee)+ > Njet production varies
between 10 % and 17 % as Nije;, increases. Good agreement is observed between the data and the Z(— ee)+ > Nijet
Monte Carlo plus background prediction in the signal region and in 20 GeV/c? sidebands around the selected M,
range, where the background contributions become dominant.

VI. UNFOLDING AND SYSTEMATIC UNCERTAINTIES

The measurements are unfolded back to the hadron level using PYTHIA-TUNE A event samples. The measurements
refer to hadron level jets with pJTe‘c > 30 GeV/c and |y*t| < 2.1, in a well-defined kinematic range for the Z decay
products: E& > 25 GeV, [n°| < 1.0, |n°%| < 1.0 or 1.2 < [n??| < 2.8, 66 < M., < 116 GeV/c?, and ARe_jet > 0.7.
The measurements are corrected for acceptance and smearing effects using a bin-by-bin unfolding procedure, which

also accounts for the efficiency of the Z(— ee) selection criteria. In order to avoid any potential bias in the unfolding
factors, PYTHIA-TUNE A is re-weighted until it accurately follows the measured pJ{f’tcal distributions. The unfolding
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FIG. 2: (top) Measured inclusive jet cross sections (black dots) in Z(— ee)+jet production as a function of pjTet for Njet > 1
(scaled x20) and Njey > 2 compared to NLO pQCD predictions (open cyrcles). The shaded bands show the total systematic
uncertainty on the measurements. The dashed (dashed-dotted/dotted) lines indicate the PDF (scale) uncertainty on the NLO
pQCD predictions. (middle) Ratio data/theory as a function of pit* for Nie; > 1. (bottom) Ratio data/theory as a function of
pJTet for Nijey > 2.

factors are computed separately for the different inclusive Z(— ee)+ > Njet final states and vary between 2.0 at low
pjTet and 2.3 at high piﬁt.

A first study of the different systematic uncertainties was carried out [15]. Remaining uncertainties on the Monte
Carlo description of the electron identification efficiency introduce a +£5% uncertainty on the final results. The
measured jet energies are varied by +2% at low pJTefcal to £2.7% at high pJTefcal to account for the uncertainties on
the absolute energy scale in the calorimeter [13]; this introduces uncertainties on the final measurements which vary
between +5% at low pjT'st and £12% at high pjT“. The uncertainty on the qu'ft dependence of fi° introduces a £15%
uncertainty on the QCD-jets and W +jets background estimation, that translates into a £1% to +£2% uncertainty
on the measured cross sections. A conservative £30% uncertainty on the normalization of the rest of background
contributions, as extracted from Monte Carlo samples, introduces a less than 1% effect on the final results. The
unfolding procedure was carried out using unweighted PYTHIA-TUNEA; the effect on the measured cross sections is
less than 1%. Finally, the measurements are performed in different periods of Tevatron instantaneous luminosity
to account for possible remaining contributions from pile-up events, and no significant effect is found. Positive and
negative deviations with respect to the nominal values are added separately in quadrature. A 5.8% uncertainty on
the total luminosity is not included in the forthcoming Figures.

VII. RESULTS

Figure 2 shows the measured inclusive jet cross section as a function of pjTet in Z(— ee)+ > Nje¢ production with
Njet > 1,2 compared to NLO pQCD predictions. The cross section decreases by more than three orders of magnitude

as pJq?t increases from 30 GeV/c up to about 300 GeV/c. The NLO pQCD predictions are computed using the MCFM



program [16] with CTEQ6.1M PDFs [17] and the renormalization and factorization scales set to u? = M% + pZ.(Z2).
A variation of y by a factor two (half) reduces (increases) the theoretical predictions by about £10% to £15% as plf’
increases. The uncertainties on the NLO pQCD predictions due to the uncertainty on the PDFs were computed using
the Hessian method [18]. They vary from £5% at low pf' to £10% at high p’t*. The theoretical predictions include
parton-to-hadron correction factors, Chad (Njet, pJq'ft), that approximately account for non-perturbative contributions
from the underlying event and fragmentation into hadrons. Chaq is estimated, using PYTHIA-TUNE A, as the ratio
between the nominal pj{ffhad distribution and the one obtained by turning off both the interactions between proton and

antiproton remnants and the fragmentation in the Monte Carlo samples. The correction decreases as pth increases
from about 1.2 at p’’ of 30 GeV/c to 1.02 at high plf* for Nje; > 1 and from 1.26 to 1.01 for Nje; > 2. The uncertainty
on Chag is about 10% (17%) at low pX* and goes down to 1% at high p’* for Nje; > 1 (Njer, > 2), as determined using
PYTHIA-TUNE DW instead of PYTHIA-TUNE A. Good agreement is observed between the measured cross sections and
the theoretical predictions.

Figure 3 shows the total cross section for Z(— ee)+ > Nje, production as a function of the jet multiplicity. The
data is compared to LO and NLO pQCD predictions that include parton-to-hadron non-perturbative corrections. For
Njet > 1 and Njer > 2, the LO pQCD predictions underestimate the measured cross sections by a factor about 1.3,
while good agreement is observed between data and NLO pQCD predictions. For Nje¢, > 3, where no NLO pQCD
prediction is available, the data indicates that the measurement can be described by a common LO-to-NLO theoretical
factor independent of Njet.
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FIG. 3: (top) Measured total cross section for Z(— ee)+ > Nje; production as a function of Nje; compared to LO and NLO
pQCD predictions. The shaded bands show the total systematic uncertainty on the measurements. The dashed (dashed-
dotted/dotted) lines indicate the PDF (scale) uncertainty on the NLO pQCD predictions. (bottom) Ratio of data and NLO
to LO pQCD predictions as a function of Njet.

VIII. CONCLUSION

In summary, we have presented results on inclusive Z(— ee)+ > Nje; production in pp collisions at /s = 1.96 TeV

for jets with transverse momentum p's* > 30 GeV/c and rapidity in the region |y#t| < 2.1, based on 1.7 fb~! of CDF
Run IT data. The measured cross sections are in agreement with NLO pQCD predictions.
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